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6 Descriptive Statistics 

6.1 Summarizing Groups of Data using EXCEL Descriptive Statistics 
Listing raw data and even sorted data becomes confusing when we deal with many observations. We lose 
track of overall tendencies and patterns in the mass of detail. Statisticians have developed a number of useful 
methods for summarizing groups of data in terms of approximately what most of them are like (the central 
tendency) and how much variation there is in the data set (dispersion). When more than one variable is involved, 
we may want to show relations among those variables such as breakdowns in the numbers falling into 
different classes (cross-tabulations or contingency tables), measures of how predictable one variable is in terms of 
another (correlation) and measures of how to predict the numerical value of one variable given the value of the 
other (regression). 

Descriptive statistics have two forms: 

 Point estimates, which indicate the most likely value of the underlying phenomenon; e.g., “the 
mean of this sample is 28.4” 

 Interval estimates, which provide a range of values with a probability of being correct; e.g., “the 
probability of being correct is 95% in stating that the mean of the population from which this 
sample was drawn is between 25.9 and 30.9” 

The EXCEL Data | Data Analysis sequence (Figure 6-1) brings up a useful Data Analysis tool called 
Descriptive Statistics shown in Figure 6-2. 

 

 

 

 

  

Figure 6-1. Excel 2010 Data Analysis menu. 

Figure 6-2. Excel 2010 Descriptive Statistics pop-up. 
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Sometimes wildly deviant outliers are the result of errors in recording data or errors in transcription. 
However, sometimes wildly different outliers are actually rooted in reality: income inequality is observed to 
greater or lesser extents all over the world. For example, Figure 6-12 shows the average US pre-tax income 
received by the top top 1% of the US population vs the quintiles (blocks of 20%) between 1979 and 2007 
along with a graph showing changes in the proportion (share) of total US incomes in that period.64 These are 
situations in which a geometrical mean or simply a frequency distribution may be better communicators of 
central tendency than a simple arithmetic mean. 

 

 

As with most (not all) statistics, there is a different symbol for the arithmetic mean in a sample compared 
with the mean of a population.  

 The population mean (parametric mean) is generally symbolized by the Greek letter lower-case mu: μ.  

 The sample mean is often indicated by a bar on top of whatever letter is being used to indicate the 
particular variable; thus the mean of Y is often indicated as    .65 

  

                                                      

64 (Gilson and Perot 2011) 
65 To learn how to use shortcuts to insert mathematical symbols in Word 2003, Word 2007 and Word 2010, see (Bost 2003). With these functions 

enabled, creating X��  is accomplished by typing X followed by \bar. A curious bug is that not all fonts seem to accept the special element; for 
example, the Times Roman font works well, but the Garamond font (in which this textbook is mostly set) does not – the bar ends up displaced 
sideways over the letter. The workaround is simply to force the symbol back into a compliant font as an individual element of the text. 

Figure 6-12. Income inequality in the USA. 
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6.7 Median 
One way to reduce the effect of outliers is to use the middle of a sorted list: the median. When there is an odd 
number of observations, there is one value in the middle where an equal number of values occur before and 
after that value. For the sorted list 

24, 26, 26, 29, 33, 36, 37 

the median is 29 because there are seven values; 7/2=3.5 and so the fourth observation is the middle (three 
smaller and three larger). The median is thus 29 in this example. 

When there is an even number of observations, there are two values in the middle of the list, so we average 
them to compute the median. For the list 

24, 26, 26, 29, 33, 36, 37, 45 

the sequence number of the first middle value is 8/2 = 4 and so the two middle values are in the fourth and 
fifth positions: 29 and 33. The median is (29 + 33)/2 = 62/2 = 31. 

Computing the median by sorting and counting can become prohibitively time-consuming for large datasets; 
today, such computations are always carried out using computer programs such as EXCEL. 

In EXCEL, the =MEDIAN(data) function computes the median for the data included in the cells defined by 
the parameter data, which can be individual cell addresses separated by commas or a range of cells, as shown 
in Figure 6-13. 

  

Figure 6-13. MEDIAN function in Excel. 

INSTANT TEST P 6-8 

Create a list of values in Excel. Play around with outliers to see for yourself what kind 

of effects they can have on the median. Compare with the effects on the average, 

which you can also compute automatically. Try outliers on the small side and on the large 

size and note the difference in behavior of the mean and the median. 
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6.16 Statistics of Dispersion 
Observations may have the same arithmetic mean yet 
obviously be different in how widely the data vary. 
Figure 6-30 shows three frequency distributions with 
the same mean and sample sizes but different 
distribution (dispersion) patterns. 

The common ways of describing the extent of 
dispersion are the range, the variance, the standard 
deviation, and the interquartile range. 

6.17 Range 
As you’ve seen in several discussions before this, the 
range is simply the difference between the maximum 
value and the minimum value in a data set. Thus if a 
rank-ordered data set consists of {3, 4 , 4, 8,…, 22, 
24}68 then its range is 24 – 3 = 21. 

As discussed in §6.169 (Summarizing Groups of Data 
using EXCEL Descriptive Statistics), the Data | Data 

Analysis | Descriptive Statistics tool generates a list of 
descriptive statistics that includes the range. EXCEL 
has no explicit function for the range, but it’s easy 
simply to compute the maximum minus the minimum, 
as shown in Figure 6-31. 

 

 

 

 

 

The 
descriptive statistics discussed in section 6.1 automatically calculate the range. 
 

  

                                                      

68 By convention a set (group) is enclosed in braces { } in text; commas separate individual elements and colons indicate a range (e.g., 4:8). Similar 
conventions apply to Excel, except that arguments of functions are in parentheses ( ). 
69 The symbol § means :section” and is used for references to numbered section headings in this textbook. 

Figure 6-30. Three different frequency distributions 
with same mean but different dispersion. 

Figure 6-31. Computing the range in Excel. 

INSTANT TEST P 6-19 

Using data similar to those you created in the test on the previous page, calculate the 

range of your data. 
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6.18 Variance: σ2 and s2 
The variance, σ2 (sigma squared), is used throughout applied statistics. It is the average of squared deviations from the 
mean. 

We start by computing the individual deviations y, from the mean: 

y = Y - Y̅ 

where y is a deviate. 

In the early years of applied statistics, statisticians tried using the average of these deviates as a measure of 
dispersion. However, the sum of all the deviates around the mean is always zero, so they tried using the 
absolute value of y, represented as |y|. That worked, but the average deviate turned out not to be a reliable 
measure of dispersion. The statisticians developed the idea of squaring the deviates before averaging them, 
resulting in the variance, represented for an entire group (what we call the parametric variance) as σ2. Thus the 
equation for the parametric variance is as shown below: 

 

However, calculating individual deviates, y, is tedious, so a better formula for parametric variance is derived 
from expanding the definition of y: 

 

If our data set consists only of randomly selected values from all possible observations – what we call a sample 
– then we have to use a slightly different formula for the sample variance. The reason is that when we 
compute a statistic based on a sample, we expect to that statistic to have the same value on average as the 
parametric statistic (the one for the entire population). We say that a good sample statistic is an unbiased 
estimator of the parametric value of that statistic. 

It turns out that the parametric variance calculation is slightly too small: variances calculated on samples 
consistently underestimate the parametric variance. The correct, unbiased estimator of the variance is the 
sample variance, s2; it is calculated almost the same way as σ2 except that we divide the sum of the squared 
deviates by one less than the sample size, thus producing a slightly larger value than that of σ2 on the same 
data: 

This is the statistic that is most commonly used to describe the dispersion or variability of a data set, since 
most data sets are samples. 
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Practically no one actually uses manual calculation of variance today, however. EXCEL, for example, has 
several variance functions, as shown in Figure 6-32, which is a composite image that shows all the pop-up 
descriptors at once (normally one sees only one at a time). With your experience of other EXCEL functions, 
you can now easily learn about these using the EXCEL help functions. 

6.19 Standard Deviation: σ and s 
The standard deviation is simply the square root of the variance:  

 
EXCEL 2010 functions are shown in a composite image in Figure 6-33. 

The standard deviation is used extensively in computations of confidence intervals and confidence limits in statistical 
estimation. It also plays an important role in many hypothesis tests about whether observed sample statistics 
support theoretical models about the corresponding parametric statistics (e.g., testing to see if samples 
support the hypothesis of equality of parametric means among groups). 

  

Figure 6-32. Excel 2010 variance functions. 

Figure 6-33. Excel 2010 standard-deviation functions. 
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6.20  Skewness 
The output from the Descriptive Statistics tool in Data Analysis 
includes coefficients of kurtosis and of skewness, as shown in Figure 
6-4, which is reproduced in Figure 6-34 with dots to highlight the 
relevant entries.  

Skewness is a measure of asymmetry: 

 A negative skewness coefficient (skewed to the left) indicates that 
more than half of the data lie to the left of the mean (Figure 
6-35)70 – sometimes (but not always) pulling the median to 
the left of the mean. 

  

  

  

  

  

  

  

  

  

 A zero skewness coefficient indicates a symmetrical curve, with equal numbers of observations to the 
left and the right of the mean, allowing the median and the mean to be similar or identical; 

 A positive skewness coefficient (skewed to the right) indicates that more than half of the data lie to the 
right of the mean (Figure 6-36) – sometimes (but not always) pulling the median to the right of the 
mean. 

The EXCEL function =SKEW(range) generates the sample 
skewness coefficient, g1, which estimates a parametric 
skewness coefficient denoted γ1. It is possible to modify the 
result to compute a parametric γ1 but that level of detail is 
unnecessary in this introductory course. 

 

 

  

                                                      

70 The two illustrations of skewness are based on the Wikimedia Commons file < Skewness Statistics.svg > freely available for use with attribution from 
< http://en.wikipedia.org/wiki/File:Skewness_Statistics.svg >. 

Figure 6-34. Descriptive statistics 
highlighting kurtosis and skewness 

coefficients. 

Figure 6-35. Frequency distribution 

showing negative skewness coefficient. 

Figure 6-36. Frequency distribution 
showing positive skewness coefficient. 

INSTANT TEST P 6-22 

Using generated data, practice using all the 

functions discussed in this section, including the 

kurtosis and skew coefficients on the next pages. 
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6.21 Kurtosis 
The coefficient of kurtosis (g2 for samples and γ2 for populations) describes how wide or narrow (sometimes 
described as how peaked) an observed distribution is compared to the Normal distribution. 

 A platykurtic distribution71 (g2 or γ2 < 0) is shorter than the Normal distribution in the middle, has 
more observations in the two shoulders, and has fewer observations in the tails; 

 A mesokurtic distribution72 (g2 or γ2 = 0) is exemplified by the Normal distribution itself; 

 A leptokurtic distribution73 (g2 or γ2 > 0) is taller than the Normal distribution in the middle, has fewer 
observations in the two shoulders, and has more observations in the tails. 

 

In EXCEL, the =KURT(range) function returns the sample coefficient of kurtosis, g2, which estimates the 
parametric value γ2 for an array. Just as in the discussion of the skewness coefficient, it is possible to modify 
the result to compute a parametric γ2 but that level of detail is unnecessary in this introductory course.  

                                                      

71 From Greek  = platus = flat &  = kurtosis = curvature  
72 From Greek  = mesos = middle 
73 From Greek  = leptos = small 

Figure 6-37. Leptokurtic, mesokurtic and platykurtic frequency distributions. 




