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9.9 Coefficient of Determination, r 2 
A valuable aspect of the correlation coefficient r is that its square, r2, known as the coefficient of determination, 
tells us what proportion of the variation in one of the variables can be explained by the other variable. For example,  

 If we learn that the correlation coefficient between the incidence of a type of hacker attack on a 
network and the occurrence of disk errors on the network disk drives is r = 0.9, then r2 = 0.81 and 
we can assert that in this study, 81% of the variation in one of the variables may be explained or 
accounted for by variations in the other. More frequent hacker attacks are positively associated with 
damaged disk drives; damaged disk drives are associated with a higher frequency of hacker attacks. 
The 81% figure based on r2 implies that if we were to define one of the variables as an independent 
variable and the other as a dependent variable, we could predict the dependent variable with about 81% 
of the total variance explained by knowing the value of the dependent variable and 19% left 
unexplained. 

 In our made-up example about outourcing, espionage and profitability (§9.7), the values of the 
correlation coefficients can easily be squared in EXCEL to show the coefficients of determination: 

Too often, you will hear a journalist or some other statistically naïve person asserting that “the correlation 
between A and B was 60%, which implies a strong relationship between A and B.” Well, not really: r = 0.6 
means r2 = 0.36 or in other words, that only 36% of the variation in A can be explained by knowing the value 
of B or vice versa. All the rest of the variation is unexplained variance. Always mentally square correlation 
coefficients to estimate the coefficient of determination when you are told about correlations. 

Two factors may be positively or negatively correlated because they are both determined to some extent by a 
third, unmeasured factor. Keep in mind is that correlation does not imply or prove causation in either direction. For 
example, 

 Just because weight is correlated with age does not mean that weight determines age – or, for that 
matter, that age determines weight.  

 In the outsourcing/espionage/profitability model, there is no implication of causality one way or 
another.  

 And although studies may find a positive correlation between playing violent video games and 
having aggressive thoughts, the correlation does not mean that playing violent games necessarily 
causes the increase in aggressivity or that increased aggressivity causes an increase in playing violent 
video games.101 

  

                                                      

101 (Anderson and Dill 2000) 

Figure 9-22. Coefficients of determination. 
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9.10 Linear Regression in EXCEL 
Sometimes one of the variables in a two-variable data set has been deliberately 
chosen (the independent variable) and the other varies without imposed controls (the 
dependent variable). For example, Figure 9-23 shows the results of an study of the 
amount of money spent in a month on Internet advertising at Urgonian 
Corporation and the corresponding monthly sales of the product advertised in the 
year 2125.  

The sales figures are not usually directly under our control (assuming that we 
aren’t selling out our entire production every week) but the amount we spend on 
advertising is under our control (assuming our marketing manager is not using a 
Ouija board to determine the spending). This situation is a classic Model I regression 
case in which the X variable – the independent variable – will be the advertising 
budget and the Y value – the dependent variable – will be the sales figures.  

In graphing these data, one can choose the Insert | Scatter option: 

 

 

 

 

 

 

 

 

This selection generates a simple XY chart (Figure 9-26) which we can then modify to include a regression 
line and regression equation: 

 

 

  

Figure 9-23. Internet 
ads and sales at 
Urgonian Corporation 
in 2125. 

Figure 9-24. Creating a scatterplot. 
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Figure 9-26. Simple XY plot. 

Figure 9-25. Simple regression without line.. 
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Click on the chart and then use Chart Tools | Design to select a version of the chart that shows a linear 
regression (top row, highlighted with green dot in Figure 9-27):102 

Instantly, the graph is converted to the form shown in Figure 9-28: 

The chart needs additional work, such as labeling the axes and adding a title, but it’s a quick and easy way to 
show the linear regression line without additional computation. 

But what if we want to see the regression equation? We have another option.  

                                                      

102 The green dot does not appear in Excel; it was added in creating the figure. 

Figure 9-27. Choosing Layout 3 to show regression line in existing graph. 

 $-

 $100,000

 $200,000

 $300,000

 $400,000

 $500,000

 $600,000

 $-  $50,000  $100,000  $150,000

A
xi

s 
Ti

tl
e

Axis Title

Sales

Linear (Sales)

Figure 9-28. Conversion to Type 3 XY plot showing regression line added to raw data. 
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9.12 Predicted Values in Linear Regression & Confidence Limits 
It’s easy to generate the predicted values of Y for given values of X by plugging 
the X-values into the best-fit linear regression equation. Figure 9-35 shows the 
predicted values of sales for the original list of Internet Ad expenditures 
(Figure 9-23) using Y-intercept a ($247,997) and slope b (1.512) calculated by 
the Data Analysis | Regression tool.  

Suppose we want to estimate the sales predicted for expenditures of $150,000 
on Internet ads. We calculate  

Ŷ = $247,997 + 1.512*$150,000 = $474,734 

A more involved calculation is to compute the upper and lower (1 – α) 

confidence limits for a predicted Y (Ŷ) for a given X (symbolized by Xi). This 
measure of uncertainty is smallest at the center of the regression, where the 

selected Xi is the mean, X̅. As Xi moves further away from the mean, the 
uncertainty of the prediction increases. 

The standard error of Ŷ is symbolized sŶ and is a function of the given value of 

Xi. it is defined as follows: 

 MSresidual is the error mean square from the ANOVA; 

 n is the sample size; 

 Xi is the specific value of the independent variable, X for which we 
want to computer the predicted value Ŷ and its confidence limits; 

 X̅ is the mean of X; 

 s2
x is the variance of the values of X in the dataset; can be calculated using =VAR.P(range); 

unusually, we are using VAR.P instead of VAR.S because it provides the value needed in the 
computation. 

Our example has the following values for these components in the ANOVA with regression for our example:  

 MSresidual = 3,503,559,491 

 n = 21 

 Xi = 150,000 

 X̅ = 75,000 

 s2
x = 916,666,667 

The calculation yields sŶ = 34,505. 

The distribution of Ŷ follows Student’s-t with ν = n – 2 degrees of freedom. 

  

Figure 9-35. Predicted 
sales as function of 

Internet ad expenditures. 
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Computation of the confidence limits for Ŷ can use the =CONFIDENCE.T(alpha, standard_dev, size) 
function from EXCEL 2010. The only wrinkle is that =CONFIDENCE.T is defined for computing 
confidence limits of the mean, and it therefore assumes that the degrees of freedom are size – 1. Because the 
degrees of freedom of sŶ are ν = n – 2, we have to trick the function by entering the size parameter as n – 1 to 

force the function to use ν = n – 2 for its calculation.  

The =CONFIDENCE.T value is one-half the confidence interval. Thus lower (L1) and upper (L2) (1 – α) confidence 
limits are 

L1 = Ŷ – CONFIDENCE.T(α, sŶ, n-1) 

L2 = Ŷ + CONFIDENCE.T(α, sŶ, n-1) 
In our example, the 95% confidence limits for the estimated value Ŷ = $474,734 for Xi = $150,000 are 

L1 = $458,585 

L2 = $490,883 

After calculating the upper and lower 95% confidence limits for all the values in the original data chart, it’s easy to create 

a chart illustrating the bowed (parabolic) nature of the upper and lower confidence limits. Figure 9-36shows the modest 
widening of the confidence limits around the estimated sales. The values include Internet Ad expenditures reaching up 
to $250,000 to demonstrate the curve of the confidence limits. The circular inset expands the right-hand side of the 
predictions to illustrate the divergence between upper bound (blue) expected value (green) and lower bound (red). 

 

  

Figure 9-36. Confidence limits get wider away from the mean. 
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